CHAPTER 4
NUMERICAL ANALYSIS AND SIMULATION STUDIES

4.1 Numerical Analysis

Household income and household expenditure data on socio-economic surveys
(SES) in Thailand for the years 2007 and 2009 arg analyzed to particularly investigate
the performance of four different regressions, mamely LS, Tobit, piecewise
(abbreviated by PW) and Tobit-piecewisg (abbreviated by¥I'P) regressions.

In this research, TP and PW where each of their joined points is estimated by
two methods, i.e. ML based suchgs Quandt’simethod andfmonlinear LS based namely
Levenberg-Marquardt methéds. The data on SES wused in this application are
household-expenditure and*=iicome. First, some characteristics of the data, i.e. mean,
standard deviation, minimum and maximum values are shown. After that, the suitable
relationship befween response variables as being household expenditure and
explanatoryévariable as being household income are investigated by all four different

regression models.

Where, household income data in SES data means average monthly total
income per household and household expenditure data is average monthly total
expenditure per household. From the Table 4.1, there exists the evidence that both
income and expenditure data consist of outliers. Therefore, the LS regression might
not be preferable. Instead of using the LS, we use other ways, i.e. Tobit, PW, and TP,
to construct the relation of two variables. The results of this study are shown in the
form of regression line of each of the four different methods and the average sum of
square (ASSR) of them. The ASSR for this application is referred to Theorems 5 and
6 as shown in Chapter 2. RE is the ratio of the ASSR of the TP, PW and Tobit

regressions to the LS regression.
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Graphs of four fittings and their interpretations were only to present the data in
year 2009 meanwhile the ASSR and RE values were calculated for data in both 2007
and 2009.

Table 4.1 Minimum, Maximum, Mean and Standard Deviation values of Household

Income and Household Expenditure for Data on SES in Thailand duringYear 2009

Characteristics
Region Min Max Mean S.D.

Whole Kingdom
Income 617
Expenditure
Bangkok Metropolis
Income
Expenditure
Central
Income

5 17,032 16,085
22,426 38,031

393,229
62,80

1,114 26,726
44,471 80,068

472,941 18,576 16,422
2,821,572 23,178 36,879

273,571 13,335 12,396
888,539 17,816 21,407

558,365 14,853 13,557
23,804,30 19,900 36,693

Income 1,000 345,458 17,951 15,124
Expenditure 448 1,005,000 23,692 32,782

Source of Data: National Statistical Office
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The household expenditure and income in Bangkok Metropolis region is
analyzed. Mean and standard deviation of income data are 44,471 baht and 80,068
baht, respectively. Their values of expenditure are 31,114 baht and 26,726 baht,

respectively.
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Figure 4.1 Observation and gression Lines for Household-Expenditure and
-Income Data for lis region on SES in year 2009
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Figure 4.2 The Expansion of Figure 4.1 for the Range of Household Income as being
between 0 and 300,000 Baht
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When we test the normal assumption of expenditure data for whole kingdom
and for each of region, we found that it is significantly violated. This mean that the
data not normally distributed (p<0.001), might be caused by outliers, thus the LS

regression does not properly act as evidence shown in Table 4.2 with largest ASSR, in

the case of Bangkok Metropolis region, as 362x10° and RE as 1.0000. Tobit, PW
and TP regression can be taken into account to cope with the case that data consist of
outliers. When the data is limited in the space of dependent variables, Tobit regression
isused to construct the linear relation. Nevertheless, in this case the Tobit regression

is seem to be not appropriate as shown fitting line in Figure 4.1 with ASSR and RE by

about 357x10° and 0.9864, respectively. Meanwhilepif the data are divided into two

groups and fitted by PW regression, its tesult is better than both of Tobit and LS with

ASSR and RE of it as 138x10%and 0.3823, tespectively. Because the first regression
regime properly fits the subsample, as shown in Eigure 402, but the second regime of

PW is still be affected by outlier data; Considermg, therefore, TP regression is
particularly best among all fouts different method with ASSR 134x10% and RE by

about 0.3709 fosfLevenberg-Marquardt method and with 136x10° and 0.3750 for
Quandt’s method, it means that the ‘estimation method of the joined point in TP
regression by théynonlinear LS based, for example Levenberg-Marquardt method is
slightly better than'byaML based such as Quandt’s method.

In addition, wetfound that the joined point occurring on household income
data estimated by Levenberg-Marquardt has a value of 118,213 baht while by
Quandt’s equals 122,500 baht.
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Mean and standard deviation of income data in Central region are 23,178 baht
and 36,879 baht, respectively. Their values of expenditure are 18,576 baht and 16.422
baht, respectively. Both the first and second regimes seem to be the TP and PW better
than LS and Tobit.
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Figure 4.3 Observation and egression Lines for Household-Expenditure and
-Income Data for € i S in year 2009
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Figure 4.4 The Expansion of Figure 4.3 for the Range of Household Income as being
between 0 and 300,000 Baht
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In the sense that they can preferably represent the bulk of the data, when considering
Figure 4.3 the Tobit regression, the dependent variable being limited by one value of
upper limit whole the observed data is inappropriate. Nevertheless, if we divide the
data into two groups and limit the dependent variable by upper limits for each group,

i.e. fitting data by TP regression, the result yields better than both Tobit and LS with
ASSR and RE as 65.30x10° and 0.3727 for Levenberg-Marquardt method and as
65.38x10° and 0.3731 for Quandt’s method. Meanwhile, PW is slightly larger the

value of ASSR 67.58x10° and RE by about 0.3857 than TP.

Thus in the particular case, we can concldde that TP and PW can down-weigh

value (reduce effect) of outliers than LS and Tobit ssion. When considering the

joined point in TP regression whic he nonlinear LS based,
Levenberg-Marquardt method is slightl ased such as Quandt’s
method.

In addition, we foun j i ing in the space of household
income data, which is esti ¢ svenberg- Marquardt’s has a value of 146,221

baht and by Quan
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Figure 4.5 Observation and four Regression Lines ft usehold-Expenditure and

Source of Data : National Statistical Offic
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Figure 4.6 The Expansion of Figure 4.5 for the Range of Household Income as being
between 0 and 300,000 Baht

Income data of households in North of Thailand 2009 have the mean and
standard deviation as 17,816 baht and 21,407 baht, respectively. Expenditure data
have them as 13,335 baht and 12,396 baht, respectively. From Figure 4.6, we found
that the observed data consist of outliers both in y-direction and x-direction as same as
the data in Central and Bangkok Metropolis. Therefore, the application of TP and PW

regression is preferable and they gave better results than Tobit and LS regression as
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shown in the performance of Tables 4.2 and 4.3. ASSR and RE of TP regressions are
each smallest as 39.96x10° and 0.5683 for Levenberg-Marquardt method and as
38.97x10° and 0.5685 for Quandt method, meanwhile, ASSR of each PW, Tobit and

LS are 40.99x10° , 69.51x10% and 70.31x10° , in that order. RE of each PW, Tobit
and LS are 0.5830, 0.9886 and 1.0000, in that order. It was found that the estimation
method of the joined point in TP regression by the nonlinear LS based, for example
Levenberg-Marquardt method is slightly better than by ML based such as Quandt’s
method.

In addition, we found that the joine int appearing on the range of

household income which is estimated by Levenber rquardt has a value of 97,281

baht and by Quandt’s equals 97,403 ba
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Figure 4.7 Observation and four Regression Lines usehold-Expenditure and

-Income Data for Northeast region on in year 2009

Source of Data : National Statistical Offi
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Figure 4.8 The Expansion of Figure 4.7 for the Range of Household Income as being
between 0 and 300,000 Baht

Mean and standard deviation of income data in Northeast region are 19,900
baht and 36,693 baht, respectively. Their values of expenditure are 14,853 baht and
13,557 baht, respectively. From Figure 4.8 for the range of explanatory variable or
household income as being between 0 to 300,000 baht, four different regression
methods yield nearly the same result. This means that y-direction outliers appearing in
the data do not much affect all the four regression lines. Whilst the x-direction outliers

occurring on the second regime are much affect to LS and Tobit regression drawn far
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away from the true value, meanwhile, TP and PW seem to be more suitable than Tobit

and LS. As evidence shown in Figure 4.7 and Tables 4.2 and 4.3, ASSR of each PW,

Tobit and LS regression are 43.36x10°%, 112.43x10° and 113.82x10°, respectively.
RE of each PW, Tobit and LS regression are 0.3809, 0.9879 and 1.0000, respectively.

When considering the estimation method of the joined point in TP regression,
we found that the nonlinear LS based, namely Levenberg-Marquardt method is

slightly better than ML based such as Quandt’s method with ASSR of each being as

41.49%10° and 41.56x10°, respectively. RE ofieach estimator are as 0.3645 and

0.3651, respectively.

In addition, we found that the joi appears on the space of

income data estimated by Levenberg- e of 77,965 baht and by

Quandt’s equals 78,081 baht.
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Figure 4.9 Observation and four Regression Lines ousehold-Expenditure and
-Income Data for South region on SES

Source of Data : National Statisti
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Figure 4.10 The Expansion of Figure 4.7 for the Range of Household Income as
being between 0 and 300,000 Baht

The mean and standard deviation of household expenditure are respectively
17,951 baht and 15,124 baht and of income are 23,692 baht and 32,782 baht. The
results of all the four regression models look like the observed data of Central,
Bangkok Metropolis, North and Northeast in Thailand. The LS and Tobit, in this

particular case, are much affected by x-direction youtliers. Nevertheless, TP and PW
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yield better results than Tobit and LS regression as shown the performance by ASSR

and RE in Tables 4.2 and 4.3. The smallest value of ASSR by about 63.8x10° is of
TP with joined point estimated by Levenberg Marquardt method and followed by of

PW as 65.13><106, Tobit as 12.63x10° and LS as 157.11x106, in that order.
Therefore the smallest RE is also of TP as 0.4064 and followed by PW as 0.4145,
Tobit as 0.8039 and LS as 1.0000, in that order.

When considering the estimation method of the joined point in TP regression,
we found that the nonlinear LS based, for example Levenberg-Marquardt method is

slightly better than ML based such as Quandt’s method with ASSR of each being as

63.85x10° and 64.05><106, respectively. RE of estimator is as 0.4064 and

0.4077, respectively.
In addition, we found that the j ppears on the space of
income data is estimated by L ue of 90,790 baht and by

Quandt’s equals 91,818 ba
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Table 4.2 ASSR for four different regression models on SES Data in Thailand,

Year 2009
Joined ASSR
Region Point .
i TP LS Tobit PW TP

Bangkok Metropolis

Levenberg Marquardt Method 118,213 361611477 356.678.962 138,229,145 134,137,380

Quandt’s Method 122,500 138,262,874 135,614,342
Central

Levenberg Marquardt Method 146,221 172,454,090 67,579,056 65,302,540

Quandt’s Method 146,988 67,579,975 65,380,687
North

Levenberg Marquardt Method 70,309,269 40,990,838 39,958,789

Quandt’s Method 40,990,875 39,967,927
Northeast

Levenberg Marquardt Method 112,433,338 43,358,120 41,487,126

Quandt’s Method 43,680,080 41,558,970
South

Levenberg Marqua 157113391 126.298.135 65,125,721 63,845,878

Quandt’s Met 66,127,146 64,048,316

From th and Figures 4.1 — 4.10, it was found that outliers in

y-direction and in X-C

weight” the values or reduce its effect by both TP and PW regressions.

for the data on SES in Thailand can be made “down-



Table 4.3 RE of four different regression models on SES Data in Thailand,
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Year 2009
. ASSR
Region -
LS Tobit PW TP

Bangkok Metropolis

Levenberg Marquardt Method 10000 0.9864 0.3823 0.3709

Quandt’s Method 0.3824 0.3750
Central

Levenberg Marquardt Method 1.0000 0.9841 0.3857 0.3727

Quandt’s Method 0.3857 0.3731
North

Levenberg Marquardt Method 0.5830 0.5683

Quandt’s Method 0.5830 0.5685
Northeast

Levenberg Marquardt Metho 0.3809 0.3645

Quandt’s Method 0.3838 0.3651
South

Levenberg Marquardt 1.0000 0.8039 0.4145 0.4064

Quandt’s Meth 0.4209 0.4077
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From the Tables 4.4 - 4.5, there is the evidence that outliers in y-direction and

in x-direction for the data on SES in Thailand year 2007 can also be made to “down-

weight” the values or reduced their effect by both TP and PW regressions. This

supports the results of SES data in year 2009.

Table 4.4 ASSR for four different regression models on SES Data in Thailand,

Year 2007
Joined ASSR
Region Point .
in TP Tobit PW TP

Bangkok Metropolis

Levenberg Marquardt Method 11.268 99,005,602 91,996,875

Quandt’s Method 101,472,751 99,386,841
Central

Levenberg Marquardt Metho 135,527,007 134,502,303 49,467,872 49,423,115

Quandt’s Method 58,816,868 57,362,815
North

Levenberg Margq 60,414,527 58.928.011 30,430,406 29,269,428

Quandt’s Me 32,289,353 31,653,535
Northeast

Levenberg Marg 64,712 89,959,059 89.453.915 35,973,115 34,048,778

Quandt’s Method 65,257 36,569,438 35,171,241
South

Levenberg Marquardt Met 64,403 124,510,620 88,043,683 50,917,754 49,742,225

Quandt’s Method 51,973 53,187,474 52,236,496
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Table 4.5 RE of four different regression models on SES Data in Thailand,
Year 2007

ASSR
LS Tobit PW TP

Region

Bangkok Metropolis

Levenberg Marquardt Method 1.0000 08693 03242 03012

Quandt’s Method 03322  0.3254
Central

Levenberg Marquardt Method 0.3647

Quandt’s Method 0.4233
North

Levenberg Marquardt Method 0.4845

Quandt’s Method 0.5239
Northeast

Levenberg Marquardt Me 0.3785

Quandt’s Method 0.3910

South
Levenberg Mar

Quandt’s

1.0000 0.7071 0.4089  0.3995

0.4272  0.4195
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4.2 Simulation Studies

The performance of Tobit-piecewise (TP) regression model is investigated in
term of the average sum of squares of residuals (ASSR) (Mekbunditkul, 2011) by
simulation studies. There are two situations to be considered, namely the y-direction,
and Xxy-direction. Nevertheless, other two situations are not taken into account. As
without the existence of outliers, it is found that the ASSR of Tobit is equal to the LS
regression model while the ASSR for PW and TP are the same. However, both Tobit
and LS results were significantly different from PW and TP methods. The data fitted
by PW and TP regression models yielded the valueyof ASSR that were smaller than
the Tobit and LS methods’ by about RE equal to 0:35%Mekbunditkul, 2010). This
mean that the PW and TP regressions are more suitable tham\LS and Tobit models. In
the existence of Xx-direction outliessgpnumerical examples and simulation results as
studied in Mekbunditkul’s reSearch provided the ewidence that Tobit and LS were
identical. Meanwhile PW%and TP were the same and they were significantly better

than Tobit and LS regressions.

Howevef, there hastbéen no'stady in terms of joined point estimation so that
the simulation is needed to compare the potential of four estimators again. Attributes
to the Monte Carle, technique/are specified as followed: Sample sizes are varied,
namely 10, 20, 30,.5,3004and the percentage of outliers considered are 5%, 10%,
15% and 20%. The ASSR"and RE of each estimator are determined.

Case 1: Outliers in the y-direction
1. Generate x;~N(2.5,4), for i=1, 2, ..., %, and x;~N(7.5,4), fori =
241, 242, 00
2 2

2. Generate g; ~N(0,Giz), fori=1,2,..., (l—(x)n , where

P16 if u; > 5.
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3. Generate & ~ N(0,144), fori= (1—o)n+1, (1-—a)n+2, ..., n, foran

outliers, where a is given in advance

4. Calculate y; as indicated in Case 1

Case 2: Outliers in the xy-direction

1. Generate x;~N(2.5,4), for i=l, 2, .., {@J+l, and

x; ~N(7.5,4), fori= {@J 42,0, (1—a)n

Each statis nd RE, was obtained for the four methods of
was calculated 1,000 times. The average of
each ASSR a methods is compared. For each of the above cases, a

k=1 for a simple linear regression.

4.2.1 Outliers in the y-direction

For y-direction outliers, the average values of ASSR and RE for 1,000
samples, with a certain percentage of outliers and different estimates of the regression
coefficients, i.e. LS, Tobit, PW and TP, are presented in Tables 4.6 and 4.7 and Figure
4.11. The value of ASSR of TP and of PW regression models with each joined point
estimated by Levenberg-Marquardt method, nonlinear LS based, is shown in Table
4.6 corresponding to Figure 4.11. In addition, the value of each ASSR and RE for
joined point in TP and PW estimated by Quandt’s method, ML based, are presented in
Tables 4.8 and 4.9 and also for Figure 4.12.
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Table 4.6 ASSR of four different regression models for Levenberg-Marquardt

method in cases of y-direction outliers

Sample % of Y- ASSRl

Size  Outliers | g Tobit PW TP Joint Point

in TP
10 5 - - - - -
4.02

3.97
437
4.07
4.05
4.01
4.45
4.15
4.09
4.04
4.71
434
4.25
4.17
4.74
4.41
4.28
4.19

20

40

60

100

1
Average sum of squares residual (ASSR) is used and recommended to be used as a measure of model

precision. Caution should be noted. The MSE in regression under classical assumption is usually an
estimator of the variance of error ( G2 ) and of dependent variable as well. As number of observation n

approaches infinity, such MSE should converge in probability to 62 but not zero (Mekbunditkul,
2010).
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Table 4.7 RE of four different regression models for Levenberg-Marquardt method in

cases of y-direction outliers

Sample % of Y- ASSR
Size Outliers LS Tobit PW TP
10 5 - - - -
10 1.0000 0.7355 0.8691  0.4230
15 - - - -
20 0.3699
20 5 0.3238
10 0.3861
15 0.3718
20 0.3552
40 5 0.3499
0.3931
0.3498
0.3339
0.3314
0.3886
0.3051
0.2685
100 5 1.0000 0.4605 0.9271 0.3134
10 1.0000 0.6084 0.9271  0.3557
15 1.0000 0.5152 0.9270  0.2837

20 1.0000 0.4702 0.9296  0.2501
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Figure 4.11 ASSR of four different regression models for Levenberg-Marquardt
method varied by percentage of outliers when n=10, 20,..., 100 where y-direction

outliers exist
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From Table 4.6 and Figure 4.11, for all percentages of outliers we find that the
significantly smallest ASSR is of TP regression model, followed by of Tobit, PW and
LS regression models, in that order.

Considering the information in Table 4.6, we can see that when the percentage
of outliers increases, TP regression model with joined point estimated by Levenberg-
Marquardt method is preferable to LS model. Furthermore, it was found that both
Tobit and PW regression models fit better than LS model for all values of percentage
of outliers. Thus, in this particular case, it can be concluded that the TP regression
model yields the best results followed by the Tobit, PW and LS regression models, in
that order. Moreover, in the case where outliers eXist in the y-direction, not only TP
but also the Tobit regression model is preferable totboeth PW and LS. The results
correspond to findings in Mekbunditkul’sicesearch when'the joined point is assumed
to be known.

In Figure 4.11, it was found\that the“values of ASSR of four different
regression models increas€ when the percentages of outliers increase for all sample
sizes are considered. For the"valué of joined point (see Tables 4.6 and 4.8) that is
estimated by both Levenberg-Marquardt and Quandt’s method, we find that it is
biased downaward from the truejyvalue“as’ fixed in advance by 5. The mean of joined
point estimated by, Levenberg-Marquardt is 4.23 and its standard deviation is 0.2288.
Whilst, the mean“ofyjoineddpoint estimated by Quandt’s method is 3.97 and its
standard deviation is 0:3781".

In addition, when the percentage of outliers increases, the bias increases for all
sample sizes considered. Meanwhile, the sample size increases then the bias decreases

for all percentages of outliers.

Next, Table 4.8 and Figure 4.12 exhibit the results of simulation studies for the
y-direction outliers, when unknown joined points in TP and in PW regression models

are estimated by Quandt’s method, ML based.
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Table 4.8 ASSR of four different regression models for Quandt’s method in cases of
y-direction outliers
Sample %of Y- ASSR
Size Outliers LS Tobit PW TP Joined Point
inTP

10 5 - - - - -
10 7,691 5,657 6,789 3,355 3.42
15 - - - - -
3.29
4.14
3.63
3.49
3.28
4.29
4.05
4.03
4.00
4.49
4.10
4.08
4.02
100 5 4594 2,116 4,328 1,506 4.58
10 8,009 4873 7,529 2,950 4.13
15 10,550 5,435 9,958 3,165 4.27
20 12,202 5,738 11,560 3,263 4.14
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Table 4.9 RE of four different regression models for Quandt’s method in cases of y-

direction outliers

Sample % of Y- ASSR
Size Outliers LS Tobit PW TP
10 5 - - - -
10 1.0000 0.7355 0.8828 0.4363
15 - - - -
20 1.0000 0.4987 0.9106 0.3703

20 5
10
15

0.3385
0.3990
0.3886
0.3729
0.3641
0.4058
0.3662
0.3515
0.3456
0.4012
0.3214
0.2859
0.3278
0.3683
0.3000
0.2674
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From Table 4.8 and 4.9, there is evidence that TP regression with the unknown
joined point estimated by Quandt’s method yields the smallest ASSR and RE among
all the different estimations and followed by Tobit, PW with the unknown joined
point estimated by Quandt’s method and LS, in that order. In addition, from Figure
4.12, it is found that the value of ASSR for all types of estimations increases when the

percentage of outliers increases for all sample sizes considered.

When the comparison of ASSR for joined point estimated by ML based and
nonlinear LS based was considered, it was found that TP regression with the unknown

joined point estimated by nonlinear LS based yi non-significantly smaller ASSR

than by ML based for all values of percentage of ou considered.
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4.2.2 Outliers in the xy-direction

For samples with xy-direction outliers, Tables 4.10 and 4.12 give the average
values of ASSR from 1,000 generated samples of various sizes and various
percentages of outliers considered. The corresponding graphs of ASSR of each
different estimation method against percentage of outliers are shown in Figures 4.13

and 4.14.

The difference of Tables 4.10 and 4.12 is that ASSR value appearing on the
Table 4.10 is from TP and PW in which their joined point estimated by Levenberg-
Marquardt method. Meanwhile, the ASSR sho Table 4.12 is obtained from TP

model in which the joined point is estimated by Qua
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Table 4.10 ASSR of four different regression models for Levenberg-Marquardt

method in cases of xy-direction outliers

Sample % of Y- ASSR
Size Outliers LS Tobit PW TP
10 5 - - - -
10 4,157 1,416 2,126 992
15 - - - -
20 1,317
20 5 481
10 1,046
15 1,171
1,607
429
479
761
1,321
296
616
815
1,071
100 5 3,118 493 1,617 244
10 4,552 838 2,094 471
15 5,196 1,615 2,284 691

20 5,459 3,641 2,429 894
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Table 4.11 RE of four different regression models for Levenberg-Marquardt method

in cases of xy-direction outliers

Sample % of Y- ASSR
Size Outliers LS Tobit PW TP
10 5 - - - -
10 1.0000 0.3406 0.5113 0.2386
15 - - - -
20 1.0000 0.9541 0.5528 0.2597

20 5
10
15

0.1566
0.2449
0.2250
0.3040
0.1394
0.1034
0.1452
0.2404
0.0940
0.1377
0.1597
0.2001
0.0784
0.1036
0.1330
0.1638
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Figure 4.13 ASSR of four different regression models for Levenberg-Marquardt
method varied by percentage of outliers when n=10, 20,..., 100 where Xy-direction

outliers exist
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From Tables 4.10 and 4.12, where the percentages of outliers are 5%, 10% and
15%, it is found that the significantly smallest ASSR and RE (see Tables 4.11 and
4.13) are of the TP regression model then followed by that of Tobit, PW and LS
regression models, in that order. Meanwhile, at 20% outliers, the smallest ASSR and
RE (see Tables 4.11 and 4.13) are from the TP regression model then followed
sequentially by that of PW, Tobit, and LS. These results indicate that, in the case
where xy-direction outliers exist, the potential applicability of Tobit regression
decreases when the percentage of outliers increases. It can be seen that the PW
regression model slightly changes when the percentage of outliers increases, as
evident in Figures 4.13 and 4.14. Moreover, in the ease of outliers existing in the Xy-
direction between 5% and 15%, it was found that not enly the TP regression model
but also Tobit is preferable to both PWiand LS. Meanwhile, at 20% outliers, the PW
regression is preferable to both Tobitand LS Since, when the percentage of outliers is
high, it indicates that data sheuld be divided into twesgroups and ought to be fit by
either PW or TP. These fesults are thé same as those from Mekbunditkul’s study in
which each joined point in bothy P and PW regression models are assumed to be
known.

Whenflooking at Figures\4.13 and 4.14, it was found that the ASSR of the four
different regression models increases when the percentage of outliers increases, for all
sample sizes. Furthermore, itfis found that when the percentage of outliers increases,
the ASSR of TP and PW slightly increases.

Considerably, the value of joined point in TP regression model, which is
estimated by Levenberg-Marquardt and Quandt’s method, is biased downward from
the true value as fixed in advance by 5.

The mean of joined point estimated by Levenberg-Marquardt is 4.67 and its
standard deviation is 0.2134. Whilst, the mean of joined point estimated by Qunadt’s
method is 4.29 and its standard deviation is 0.3426.

In addition, when the percentage of outliers increases the bias increases for all
sample sizes considered. Meanwhile, when the sample size increases the bias

decreases for all percentages of outliers.
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Table 4.12 ASSR of four different regression models for Quandt’s method in cases of

xy-direction outliers

Sample % of Y- ASSR

Size Outliers LS Tobit PW TP
10 5 - - - -
10 4,157 1,416 2,031 897
15 - - - -
20 1,108
20 5 441
10 951
15 1,022
1,398
389
384
612
1,112
256
521
666
862
204
376
542
685
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Table 4.13 RE of four different regression models for Quandt’s method in cases of

xy-direction outliers

Sample % of Y- ASSR
Size Outliers LS Tobit PW TP
10 5
10 1.0000 0.3406 0.4884 0.2157
15
20 1.0000 0.9541 0.5116 0.2185

20 5
10
15

0.1436
0.2227
0.1963
0.2645
0.1264
0.0829
0.1168
0.2024
0.0813
0.1164
0.1305
0.1611
0.0655
0.0827
0.1043
0.1255
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Figure 4.14 ASSR of four different regression models for Quandt’s method varied by

percentage of outliers when n=10, 20,..., 100 where xy-direction outliers exist
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